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\textbf{A B S T R A C T}

In this paper we give the details of the numerical solution of a three-dimensional multispecies diffuse interface model of tumor growth, which was derived in [S.M. Wise, J.S. Lowengrub, H.B. Frieboes, V. Cristini, Three-dimensional multispecies nonlinear tumor growth—I: model and numerical method, J. Theoret. Biol. 253 (2008) 524–543] and used to study the development of glioma in [H.B. Frieboes, J.S. Lowengrub, S.M. Wise, X. Zheng, P. Macklin, E.L. Bearer, V. Cristini, Computer simulation of glioma growth and morphology, Neuroimage 37 (2007) 559–570] and tumor invasion in [E.L. Bearer, J.S. Lowengrub, Y.L. Chuang, H.B. Frieboes, F. Jin, S.M. Wise, M. Ferrari, D.B. Agus, V. Cristini, Multiparameter computational modeling of tumor invasion, Cancer Res. 69 (2009) 4493–4501; H.B. Frieboes, F. Jin, Y.L. Chuang, S.M. Wise, J.S. Lowengrub, V. Cristini, Three-dimensional multispecies nonlinear tumor growth—II: tissue invasion and angiogenesis, J. Theoret. Biol. 264 (2010) 1254–1278]. The model has a thermodynamic basis, is related to recently developed mixture models, and is capable of providing a detailed description of tumor progression. It utilizes a diffuse interface approach, whereby sharp tumor boundaries are replaced by narrow transition layers that arise due to differential adhesive forces among the cell-species. The model consists of fourth-order nonlinear advection–reaction–diffusion equations (of Cahn–Hilliard-type) for the cell-species coupled with reaction–diffusion equations for the substrate components. Computing numerical solutions of the model is challenging because the equations are coupled, highly nonlinear, and numerically stiff. In this paper we describe a fully adaptive, nonlinear multigrid/finite difference method for efficiently solving the equations. We demonstrate the convergence of the algorithm and we present simulations of tumor growth in 2D and 3D that demonstrate the capabilities of the algorithm in accurately and efficiently simulating the progression of tumors with complex morphologies.

© 2010 Elsevier Ltd. All rights reserved.

1. Introduction

The morphological evolution of a growing solid tumor is the result of the dynamics of a complex system that includes many nonlinearly interacting factors, including cell–cell and cell–matrix adhesion, mechanical stress, cell motility, clonal
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instability, angiogenesis and the degree of heterogeneity of cell proliferation just to name a few [1]. Mathematical modeling may yield an important insight on tumor progression, help to explain experimental and clinical observations and to help assess optimal treatment strategies. Numerous mathematical models have been developed to study various aspects of tumor progression and this has been an area of intense research interest. See the recent reviews by Ribba et al. [2]; Quaranta et al. [3]; Hatzikiriou et al. [4]; Nagy [5]; Byrne et al. [6]; Fasano et al. [7]; van Leeuwen et al. [8]; Roose et al. [9]; Graziano and Preziosi [10]; Harpold et al. [11]; Drasdo and Höhme [12]; Friedman et al. [13]; Sanga et al. [14]; Deisboeck et al. [15]; Anderson and Quaranta [16]; Bellomo et al. [17]; Cristini et al. [18] and Lowengrub et al. [19]. Because of the complexity of tumor progression and the associated mathematical models, numerical simulation has become an indispensable tool in studying solid tumor growth. Further, recent experimental and theoretical evidence suggests that understanding the morphological stability of a cancerous tumor may be important for controlling its spread to surrounding tissue. See for example the references [20–26].

Recently, we introduced a continuum diffuse interface model of multispecies tumor growth and tumor-induced angiogenesis in two and three dimensions for investigating morphological evolution [27]. Three dimensional simulations of nonlinear tumor growth using this model were presented in [27,21,24,28] where neovascularization was coupled with growth. However, the full details of the numerical algorithm used for the diffuse-interface model in [27] have not been presented. This is done here.

In the diffuse approach, sharp interfaces are replaced by narrow transition layers that arise due to differential adhesive forces among the cell–species. In [27] we introduced a continuum model of adhesion using the Cahn–Hilliard framework [29], which originated from the theory of phase transitions, and is used extensively in materials science and multiphase fluid flow. In related work, Khain and Sander [30] recently presented a Cahn–Hilliard type model for a single tumor species. Armstrong et al. [31] and later Gerisch and Chaplain [32] recently developed nonlocal models of cell–adhesion.

A diffuse interface formulation (i) eliminates the need to enforce complicated boundary conditions across the tumor/host-tissue and other species/species interfaces that would have to be satisfied if the interfaces were assumed sharp, and (ii) eliminates the need to explicitly track the position of interfaces, as is required in the sharp interface framework. The diffuse interface model in [27] is thermodynamically consistent and capable of providing a detailed description of tumor progression, including variable cell–cell and cell–extracellular matrix interactions. The model is related to recently developed multicomponent mixture models, e.g., [33–45] that were introduced to study the dynamics of multispecies tumor growth. In the mixture approach, mass, momentum and energy balances are introduced for each species and, as such, provide the potential for significantly greater modeling detail than in single phase tumor models like those considered earlier in [36,37,46,47,38,48,23,49–51,26,52–54] to list a few. Other references may be found in the review articles listed above.

There is a variety of methods now available for performing nonlinear simulations of solid tumor growth. These include cellular automaton and agent based models (e.g., see [55–57,20,58–69]), single–phase continuum tumor growth models (e.g., see [23,51,70,26,71,52,53,72,54]) and continuum multiphase mixture models (e.g., see [41,73] and the mixture model references listed above). While discrete models may translate biological processes into model rules more easily than continuum approaches, discrete models can be difficult to parameterize with biophysical data and study analytically. Further, the associated computational cost rapidly increases with the number of cells modeled, which makes it difficult to simulate millimeter or greater sized tumors. In larger-scale systems (millimeter to centimeter scale), continuum methods provide a good modeling alternative and mixture models provide the capability of simulating in detail the interactions among multiple cell species and extracellular matrix. Hybrid continuum–discrete models that combine both discrete and continuum descriptions of cells (e.g., [21,74,75]) are very promising and have the potential to exploit the best features of both approaches, although more work is necessary to make these models competitive with the continuum approach at large scales.

Because the diffuse interface model involves high–order equations and the solutions are characterized by having narrow transition layers, it is challenging to develop accurate and efficient numerical methods. For example, explicit methods would result in severe time step restrictions, while the presence of transition layers requires the resolution at multiple spatial scales. To solve the diffuse interface system numerically, we develop a new and very efficient, fully adaptive, nonlinear multigrid/finite difference method. The algorithm is semi-implicit in time and the nonlinear equations at the implicit time level are solved using a nonlinear multigrid finite difference method with nearly optimal complexity, meaning that the computational cost of the algorithm is nearly proportional to the total number of mesh points. To efficiently resolve the multiple spatial scales, an adaptive block-structured Cartesian mesh is used. In particular, an adaptive mesh can enable one to resolve the small-scale transition layers of the cell density functions, as well as the large-scale morphological structure of the tumor using as few spatial mesh points as possible. Locally refined block-structured Cartesian meshes strike a balance between grid structure and efficiency and are natural to use in conjunction with multilevel, multigrid methods. Here, we follow the methodology we recently developed in [76].

We present numerical simulations of tumor growth in 2D and 3D that demonstrate the capabilities of the algorithm in accurately and efficiently simulating the progression of tumors with complex morphologies. We show that the algorithm using an adaptively refined mesh is significantly more efficient than that using a uniform mesh, and we demonstrate numerically the convergence of the algorithm in space and time.

The outline of the remainder of the paper is as follows. In Section 2, we present the nondimensional model from [27]. In Section 3, the adaptive nonlinear multigrid method for solving the model is fully described and in Section 4 some numerical results are presented. In Section 5 the paper is summarized and future work is discussed.
Fig. 1. Top: Representation of a one dimensional tumor by the continuous function $\phi_t$. As $\epsilon$ is reduced (from $\epsilon_1$ to $\epsilon_2$), the thickness of the diffuse interfacial region is reduced. For comparison we plot the sharp interface representation of the tumor as well. Bottom: Representation of a two dimensional tumor by the function $\phi_t$. Apart from the region through which it has a large gradient, the range of $\phi_t$ is essentially $\{0,1\}$. $\phi_t = 1$ in the tumor region, and $\phi_t = 0$ in the host tissue region.

2. The mathematical model

In this section we recall the modeling framework from [28,27] for describing multispecies tumor growth. Consider a bounded, open tissue domain $\Omega \subset \mathbb{R}^3$ in which a tumor is evolving. We describe the tumoral and healthy tissues using continuous volume fractions that are defined over the whole of $\Omega$. Because adhesive forces bind the tumor cells together, the tumoral and healthy tissues tend to phase separate, and a boundary layer of finite thickness forms between the spatially localized healthy and tumoral tissue domains. See Fig. 1. This is referred to as a diffuse interface framework and is one that is common in materials science and multiphase fluids. To keep the presentation to a reasonable length, we will use the simplest formulation of the multispecies model from [27] that involves densities for viable and dead tumor tissue, healthy tissue, and extracellular fluid. In [28] we generalized this model by adding more than one viable tumor species, so that, for example, one could simulate mutation from one viable tumor species to another. In [28,24] we also included angiogenesis, chemotaxis, haptotaxis, and other phenomena involved in realistic in vivo tumor growth that we will neglect in the discussion here. The model below should therefore be viewed within a much more general context. However, the numerical algorithm presented here is essentially independent of the specific modeling choices within our more general framework.

Following [27], the dimensionless dependent variables defined on $\Omega$ are

- $\phi_W$, the volume fraction of extracellular fluid,
• $\phi_V$, the volume fraction of viable tumor tissue,
• $\phi_D$, the volume fraction of dead tumor tissue,
• $\phi_H$, the volume fraction of healthy tissue,
• $u_W$, the velocity of extracellular fluid,
• $u_s$, the tissue velocity,
• $q$, the extracellular fluid pressure,
• $p$, the cell-to-cell (solid) pressure,
• $n$, the concentration of nutrient.

We assume that the densities of the components are matched (set to 1). In [27], we assumed that the extracellular fluid volume fraction is everywhere constant:

$$\phi_W(x, t) = \phi_{W, 0} = \text{constant}. \quad (1)$$

This limits the coupling between the solid fraction (cells) and water. We further assume that cells close-pack, i.e.,

$$\phi_H + \phi_V + \phi_D = 1. \quad (2)$$

where 1 is the normalized close-packing volume fraction. Hence the sum of all volume fractions is a constant. The model simplifies if we utilize the total tumor volume fraction

$$\phi_T = \phi_V + \phi_D. \quad (3)$$

We refer the reader to [27] for further explanation.

The evolution equation for $\phi_T$ is the following Cahn-Hilliard-type advection–reaction–diffusion equation:

$$\frac{\partial \phi_T}{\partial t} = M \nabla \cdot (\phi_T \nabla \mu) + S_T - \nabla \cdot (u_s \phi_T), \quad (4)$$

$$\mu = f'(\phi_T) - \epsilon^2 \nabla^2 \phi_T, \quad (5)$$

where $M > 0$ is the mobility constant related to phase separation between tumoral and healthy tissue; $S_T$ is the net source of tumor cells specified later in Section 4; $f(\phi) = \phi^2(1 - \phi)^2/4$ is the quartic double-well potential; $\epsilon > 0$ is the parameter specifying the thickness of the interface between healthy and tumoral tissue (Fig. 1).

Rather than solving for $\phi_V$, a dynamical equation for the volume fraction of dead tissue $\phi_D$ is used instead:

$$\frac{\partial \phi_D}{\partial t} = M \nabla \cdot (\phi_D \nabla \mu) + S_D - \nabla \cdot (u_s \phi_D), \quad (6)$$

where $S_D$ is the net source of dead cells, which is also specified later in Section 4. Knowing $\phi_T$ and $\phi_D$, the viable tumor tissue volume fraction is calculated as $\phi_V = \phi_T - \phi_D$, following Eq. (3).

The tissue velocity is

$$u_s = -\kappa (\phi_T, \phi_D) \left( \nabla p - \frac{\gamma}{\epsilon} \mu \nabla \phi_T \right), \quad (7)$$

where $\kappa > 0$ is the tissue motility function and $\gamma \geq 0$ is a measure of the excess adhesion force at the diffuse tumor/host-tissue interface. Assuming no proliferation or death of the host tissue, the velocity is constrained to satisfy

$$\nabla \cdot u_s = S_T. \quad (8)$$

Together, Eqs. (7) and (8) constitute a Poisson equation for the solid pressure $p$:

$$- \nabla \cdot (\kappa (\phi_T, \phi_D) \nabla p) = S_T - \nabla \cdot \left( \kappa (\phi_T, \phi_D) \frac{\gamma}{\epsilon} \mu \nabla \phi_T \right). \quad (9)$$

Knowing the pressure $p$ we back-calculate $u_s$ using Eq. (7).

The extracellular fluid velocity satisfies

$$u_W = -\kappa_W \nabla q, \quad (10)$$

where $\kappa_W > 0$ is the fluid motility; the velocity is constrained such that

$$\nabla \cdot u_W = -\frac{S_T}{\phi_{W, 0}}. \quad (11)$$

Thus the extracellular fluid flows contrary to the flow of tissue cells. Moreover, the exchange of mass between water and cells precisely accounts for tissue growth (both positive and negative). Eqs. (10) and (11) constitute a Poisson equation for the fluid pressure:

$$\nabla^2 q = \frac{S_T}{\kappa_W \phi_{W, 0}}. \quad (12)$$
We note that the fluid velocity and pressure may be calculated as a post-processing step because the solid and fluid problems are decoupled by assumption.

The nondimensional quasi-steady nutrient equation is

$$0 = \nabla \cdot (D(\phi_T) \nabla n) + T_c(\phi_T, n) - n (\phi_T - \phi_0),$$

(13)

where we have assumed (i) that nutrient diffusion occurs on a much faster time scale (e.g., minutes) than the cell-proliferation time scale (e.g., day or more) and (ii) that nutrient uptake by healthy or dead tumor tissue is negligible compared with the uptake by viable tumor tissue. The diffusion coefficient and nutrient capillary source term are, respectively,

$$D(\phi_T) = D_H(1 - Q(\phi_T)) + Q(\phi_T),$$

(14)

$$T_c(\phi_T, n) = (v_T^H (1 - Q(\phi_T)) + v_T^Q Q(\phi_T)) (n_C - n),$$

(15)

where $D_H$ is the nutrient diffusivity in the healthy tissue (relative to the tumoral tissue); $v_T^H \geq 0$ and $v_T^Q \geq 0$ are constants specifying the degree of pre-existing uniform vascularization; and $n_C \geq 0$ is the nutrient level in the capillaries. $Q(\phi)$ is an interpolation function defined as

$$Q(\phi) = \begin{cases} 1 & \text{if } 1 \leq \phi \\ 3\phi^2 - 2\phi^3 \text{ or } \phi & \text{if } 0 < \phi < 1 \\ 0 & \text{if } \phi \leq 0. \end{cases}$$

(16)

In either case $Q(1/2) = 1/2$, although one choice is smoother than the other.

The model equations are valid throughout $\Omega$, and there are no internal boundary conditions required for $\phi_T$, $\phi_D$, or any other variables. For outer-boundary conditions, we choose

$$\mu = p = q = 0, \quad n = 1, \quad \xi \cdot \nabla \phi_T = \xi \cdot \nabla \phi_D = 0 \quad \text{on } \partial \Omega,$$

(17)

where $\xi$ is the outward-pointing unit normal on the outer boundary $\partial \Omega$. The conditions $\mu = p = q = 0$ allow for the free flow of cells and water across the outer boundary in order to accommodate growth. As discussed in [27], classical single-phase tumor models (e.g., [23,70,71]) may be recovered as sharp-interface limits of this model as $\epsilon \to 0$.

3. Details of the numerical algorithm

Here we describe the discretization of governing equations and the adaptive multigrid method that solves the resulting coupled nonlinear system of equations. Without loss of generality, since the adaptivity is based on block-structured refinement, which uses a collection of rectangular, uniform grids, we may restrict some of the description of the method to a uniform grid. The essential difference between the classical uniform multigrid and block-structured, locally-refined multigrid may be gleaned from Fig.2.

The general procedure for extending a uniform multigrid to the locally-refined, block-structured Cartesian mesh setting is described fully in [76]. We will only give a brief description of this extension later.

3.1. Uniform FAS multigrid

3.1.1. Finite difference discretization

To short the exposition, we assume some familiarity on the part of the reader with the principle components of multigrid, as can be obtained from [77,78,76]. Suppose that the computational tissue domain $\Omega$ is rectangular, i.e., $\Omega = (0, N_x h) \times (0, N_y h)$, where $N_x$ and $N_y$ are positive integers, and $h > 0$. $h$ is called the grid spacing. Define

$$x_r = \left( r - \frac{1}{2} \right) h \quad \text{and} \quad y_r = \left( r - \frac{1}{2} \right) h,$$

(18)

where $r$ is an integer or half integer. We specify three sets of uniform grid points: (i) east–west edge points, $E^{ew}$, (ii) north–south edge points, $E^{ns}$, (iii) cell-centered points, $C$, defined via

$$E^{ew} = \{(x_i, y) \mid i = 0, \ldots, N_x, \; j = 0, \ldots, N_y\},$$

(19)

$$E^{ns} = \{(x, y_j) \mid i = 0, \ldots, N_x, \; j = 0, \ldots, N_y\},$$

(20)

$$C = \{(x_i, y_j) \mid i = 0, \ldots, N_x + 1, \; j = 0, \ldots, N_y + 1\}.$$  

(21)

Real-valued grid functions whose domains equal $E^{ew}$ are called east–west edge-centered functions and are identified via $f_{i+\frac{1}{2},j} := f(x_{i+\frac{1}{2}}, y_j)$; those whose domains equal $E^{ns}$ are called north–south edge-centered functions and are identified via $f_{i,j+\frac{1}{2}} := f(x_i, y_{j+\frac{1}{2}})$; and those whose domains equal $C$ are called cell-centered functions and are identified via $\phi_{i,j} :=$
\( \phi(x_i, y_j) \). The velocities \( u_s \) and \( u_w \) are approximated as edge-centered functions. For example, writing \( u_s = (u^e_w, u^e_n) \), \( u^e_w \) is approximated as an east-west edge-centered function, and \( u^e_n \) is approximated as a north-south edge-centered function. All of the other dependent variables are approximated as cell-centered functions.

To complete the spatial discretization, we replace spatial derivatives by difference operators. The Laplacian is approximated to second order by

\[
\Delta_h \phi_{ij} = \frac{\phi_{i+1,j} + \phi_{i-1,j} + \phi_{i,j+1} + \phi_{i,j-1} - 4\phi_{ij}}{h^2},
\]

where \( \phi \) is cell-centered. The Laplacian with non-constant diffusivity/mobility is approximated to second order via

\[
\nabla_d \cdot (m \nabla_d \phi)_{ij} = \frac{A_r m_{ij+\frac{1}{2},j} (\phi_{i+1,j} - \phi_{ij}) - A_r m_{ij-\frac{1}{2},j} (\phi_{ij} - \phi_{i-1,j})}{h^2}
+ \frac{A_r m_{i,j+\frac{1}{2}} (f_{ij+1} - f_{ij}) - A_r m_{i,j-\frac{1}{2}} (f_{ij} - f_{ij-1})}{h^2},
\]

where both \( \phi \) and \( m \) are assumed to be cell-centered, and \( A_r \) and \( A_y \) are the averaging operators defined component-wise as

\[
A_r m_{ij+\frac{1}{2},j} = \frac{m_{i+1,j} + m_{ij}}{2}, \quad A_r m_{i,j+\frac{1}{2}} = \frac{m_{ij+1} + m_{ij}}{2}.
\]

To calculate the advection term \( \nabla \cdot (u_5 \phi) \), where \( \phi \) is cell-centered and \( u_5 \) is the edge-centered cell velocity, we use the third-order WENO reconstruction method [79], with the simple upwind flux. In particular, we approximate \( \nabla \cdot (u_5 \phi) \) by

\[
\nabla_d \cdot (u_5 \phi)_{ij} = \nabla_d \cdot f_{ij} = \frac{f^w_{i+\frac{1}{2},j} - f^w_{i-\frac{1}{2},j}}{h} + \frac{f^ns_{i,j+\frac{1}{2}} - f^ns_{i,j-\frac{1}{2}}}{h}.
\]

The field \( f = (f^w, f^ns) \) is the numerical upwind flux and is determined by

\[
f^w_{i+\frac{1}{2},j} = u^w_{i+\frac{1}{2},j} W^w_{i+\frac{1}{2},j} \phi_{ij},
\]

\[
f^ns_{i,j+\frac{1}{2}} = u^ns_{i,j+\frac{1}{2}} W^ns_{i,j+\frac{1}{2}} \phi_{ij},
\]

where \( W^w_{i+\frac{1}{2},j} \phi \) is the upwind WENO reconstruction of \( \phi \) to the east-west cell edges, and \( W^ns_{i,j+\frac{1}{2}} \) is the upwind WENO reconstruction of \( \phi \) to the north-south cell edges.

For notational simplicity, we define

\[
\Psi^*_{ij} = (\phi_{i,j+1}^*, \phi_{i,j-1}^*, u_{ij,j+1}^*, u_{ij,j-1}^*, n_{ij,j+1}^*, n_{ij,j-1}^*),
\]

where the \( * \) is a place-holder for any superscripted indices. To denote the array of cell centered values of a particular field we drop the subscripts. For example, \( \Psi^* \) is the \( 5 \cdot N_e \cdot N_y \) vector of cell-centered values of the fields at time step \( k \). Note that

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{grid.png}
\caption{A hierarchical representation of grid data in the uniform multigrid setting (top), and in the block-structured, locally-refined multigrid setting (middle). The composite mesh related to the locally-refined case is shown at the bottom. Level \( L = 0 \) is called the root level. Levels \( L = 1 \) and \( L = 2 \) are called refinement levels. At the root level and below the grids of the uniform and locally refined multigrid hierarchy are the same.}
\end{figure}
we drop \( \mathbf{u}_s \) from the solution vector since it is a derived quantity of the pressure and other fields. We also do not consider the water problem herein, since it decouples from the problem for the solid volume factions. Water pressure, \( q \), and velocity, \( \mathbf{u}_w \), can be calculated as a post-processing step using techniques similar to those described below.

Since the equations are fourth-order in space (i.e., of Cahn–Hilliard-type), they are numerically “stiff” and explicit time step methods require the time step restriction \( s < Ch^4 \) for stability. We therefore discretize the equations in time using an implicit Crank–Nicholson-type approximation \([80,81,76]\). Denoting the fixed time step-size \( s \), and indexing the time iterations by a superscript \( k \), the discrete equations corresponding to (4)–(6) are

\[
\phi_{t_1,j}^k - \phi_{t_1,j}^{k-1} = \frac{sM}{2} \left[ \nabla_d \cdot (\phi D^k \nabla_d \mu^k)_{i,j} + \nabla_d \cdot (\phi D^k \nabla_d \mu^{k-1})_{i,j} \right] - \frac{s}{2} \left[ \nabla_d \cdot (\mathbf{u}_s^k \phi D^k)_{i,j} + \nabla_d \cdot (\mathbf{u}_s^k \phi D^{k-1})_{i,j} \right] + \frac{s}{2} \left[ S_{t_1,j}^k + S_{t_1,j}^{k-1} \right],
\]

(29)

\[
\mu_{t_1,j}^k = f' \left( \phi_{t_1,j}^k \right) - \kappa^2 \Delta_d \phi_{t_1,j}^k,
\]

(30)

\[
\phi_{t_2,j}^k - \phi_{t_2,j}^{k-1} = \frac{sM}{2} \left[ \nabla_d \cdot (\phi D^k \nabla_d \mu^k)_{i,j} + \nabla_d \cdot (\phi D^{k-1} \nabla_d \mu^{k-1})_{i,j} \right] - \frac{s}{2} \left[ \nabla_d \cdot (\mathbf{u}_s^k \phi D^k)_{i,j} + \nabla_d \cdot (\mathbf{u}_s^{k-1} \phi D^{k-1})_{i,j} \right] + \frac{s}{2} \left[ S_{t_2,j}^k + S_{t_2,j}^{k-1} \right].
\]

(31)

Eqs. (9) and (13) are discretized in a fashion similar to that above:

\[
0 = \nabla_d \cdot (\kappa (\phi_{t_1}^k \phi_{t_2}^k) \nabla_d p^k)_{i,j} + S_{t_1,j}^k - \frac{\gamma}{\epsilon} \nabla_d \cdot (\kappa (\phi D^k \phi D^{k-1}) \mu^{k-1} \nabla_d \phi D^{k-1})_{i,j},
\]

(32)

\[
0 = \nabla_d \cdot (D (\phi_{t_1}^k) \nabla_d n^k)_{i,j} - n_{i,j}^k \left[ (\phi_{t_1}^k - \phi_{t_2}^k) + S_{t_2,j}^k \right] + n_c S_{t_1,j}^k
\]

(33)

where

\[
S_{t_1,j}^k := v_0 \left( 1 - Q (\phi_{t_1,j}^k) \right) + v_0 Q (\phi_{t_1,j}^k)
\]

(34)

is a nutrient source term due to a uniform, preexisting capillary network. Note that our discretization is second-order in both time and space, apart from the explicit treatment of the excess surface adhesion term in Eq. (32). The latter reduces the local truncation error to only first-order in time. Extensive numerical tests indicated very poor multigrid convergence when the term \( \nabla_d \cdot (\kappa (\phi_{t_1} \phi_{t_2}) \mu \nabla_d \phi_{t_2})_{i,j} \) was treated implicitly in Eq. (32). The convergence test reported on later in Section 4.2 suggests that the global convergence rate is first-order. As we explain later, even an improvement of the treatment of the excess surface adhesion term does not improve the global convergence rate.

We finally mention a modification that is incorporated in order to avoid negative values of the mobility functions at the numerical level. This is especially needed in the smoothing, detailed later, since this operation does not guarantee positivity of iterates. Denote \( M_T (\phi_{t_1}) = M \times \phi_{t_1} \) and, likewise, \( M_D (\phi_D) = M \times \phi_D \). These functions are replaced by

\[
M_T^\ast (\phi_{t_1}) = M \times (\max \{ \phi_{t_1}, 0 \} + 1.0 \times 10^{-10}),
\]

(35)

\[
M_D^\ast (\phi_D) = M \times (\min \{ \phi_D, 0 \} + 1.0 \times 10^{-10}),
\]

(36)

respectively. We suppress writing these replacements in the sequel to preserve the clarity of the exposition.

3.1.2. Separation into source and operator terms

As is standard in multigrid methods, the discrete equations (29)–(33) are split into source terms \( \bar{F}^{(v)} \) and operator terms, \( \bar{N}^{(v)} \), where \( N^{(v)} = F^{(v)} \), for \( v = 1, \ldots, 5 \). The \( \bar{F}^{(v)} \) are defined as

\[
\bar{F}^{(1)}_{i,j} = \phi_{t_1,j}^{k-1} + \frac{sM}{2} \nabla_d \cdot (\phi D^k \nabla_d \mu^k)_{i,j} + \frac{s}{2} \left[ S_{t_1,j}^k + S_{t_1,j}^{k-1} \right] - \frac{s}{2} \left[ \nabla_d \cdot (\mathbf{u}_s^k \phi D^k)_{i,j} + \nabla_d \cdot (\mathbf{u}_s^k \phi D^{k-1})_{i,j} \right],
\]

(37)

\[
\bar{F}^{(2)}_{i,j} = 0,
\]

(38)

\[
\bar{F}^{(3)}_{i,j} = \phi_{t_2,j}^{k-1} + \frac{sM}{2} \nabla_d \cdot (\phi D^{k-1} \nabla_d \mu^{k-1})_{i,j} + \frac{s}{2} \left[ S_{t_2,j}^k + S_{t_2,j}^{k-1} \right] - \frac{s}{2} \left[ \nabla_d \cdot (\mathbf{u}_s^k \phi D^{k-1})_{i,j} + \nabla_d \cdot (\mathbf{u}_s^{k-1} \phi D^{k-1})_{i,j} \right],
\]

(39)

\[
\bar{F}^{(4)}_{i,j} = S_{t_1,j} - \frac{\gamma}{\epsilon} \nabla_d \cdot (\kappa (\phi_{t_1}^{k-1} \phi_{t_2}^{k-1}) \mu^{k-1} \nabla_d \phi_{t_2}^{k-1})_{i,j},
\]

(40)

\[
\bar{F}^{(5)}_{i,j} = n_c S_{t_1,j}.
\]

(41)
The operator terms $\tilde{N}^{(\nu)}$ are defined as
\begin{align}
\tilde{N}^{(1)}_{ij} &= \phi_{ii,j}^k - \frac{2sM}{k} \nabla_d \cdot (\phi_{i}^{k} \nabla_d \mu^k)_{ij}, \\
\tilde{N}^{(2)}_{ij} &= \mu_{ii,j}^k - \mu(\phi_{i}^{k}) + \varepsilon^2 \Delta_d \phi_{ii,j}^{k}, \\
\tilde{N}^{(3)}_{ij} &= \phi_{Dii,j}^k - \frac{2sM}{k} \nabla_d \cdot (\phi_{D}^{k} \nabla_d \mu^k)_{ij}, \\
\tilde{N}^{(4)}_{ij} &= -\nabla_d \cdot (\kappa (\phi_{i}^{k}, \phi_{D}^{k}) \nabla_d p^k)_{ij}, \\
\tilde{N}^{(5)}_{ij} &= -\nabla_d \cdot (D (\phi_{i}^{k}) \nabla_d n^k)_{ij} + n_{ij}^{k} \left[ (\phi_{ii,j}^{k} - \phi_{Dii,j}^k) + S_{c_{ij}}^k \right].
\end{align}

Defining $\tilde{N} = (\tilde{N}^{(1)}, \ldots, \tilde{N}^{(5)})$, and $\tilde{F} = (\tilde{F}^{(1)}, \ldots, \tilde{F}^{(5)})$, it is clear that the discrete system (29)–(33) is equivalent to $\tilde{N} = \tilde{F}$, a $5 \times N_s \times N_p$ nonlinear vector equation. Note that we have neglected writing the discrete boundary conditions for brevity. These may be handled in a straightforward way.

### 3.1.3. V-cycle algorithm

We shall assume that, for some reasonable time step-size $s$, a unique solution $\psi^k$ exists for the equation $\tilde{N} = \tilde{F}$. We aim to construct a sequence $\{\psi^{k,m}\}_{m=1}^{\infty}$ that converges to the solution as $m \to \infty$. To construct this sequence we redefine the source and operator terms as,
\begin{align}
F^{(1)}_{ij}(\psi^{k,m-1}, \psi^{k-1}) &= -\frac{s}{2} \left[ \nabla_d \cdot (u_{s}^{k,m-1} \phi_{i}^{k,m-1})_{ij} + \nabla_d \cdot (u_{s}^{k-1} \phi_{i}^{k-1})_{ij} \right] \\
&\quad + \phi_{ii,j}^{k-1} + \frac{s}{2} \left[ S_{r_{i,j}}^{k,m-1} + S_{r_{i,j}}^{k-1} \right] + \frac{sM}{2} \nabla_d \cdot (\phi_{i}^{k-1} \nabla_d \mu^{k-1})_{ij}, \\
F^{(2)}_{ij}(\psi^{k,m-1}, \psi^{k-1}) &= 0, \\
F^{(3)}_{ij}(\psi^{k,m-1}, \psi^{k-1}) &= -\frac{s}{2} \left[ \nabla_d \cdot (u_{s}^{k,m-1} \phi_{D}^{k,m-1})_{ij} + \nabla_d \cdot (u_{s}^{k-1} \phi_{D}^{k-1})_{ij} \right] \\
&\quad + \phi_{Dii,j}^{k-1} + \frac{s}{2} \left[ S_{D_{i,j}}^{k,m-1} + S_{D_{i,j}}^{k-1} \right] + \frac{sM}{2} \nabla_d \cdot (\phi_{D}^{k-1} \nabla_d \mu^{k-1})_{ij}, \\
F^{(4)}_{ij}(\psi^{k,m-1}, \psi^{k-1}) &= -\mu_{E} \nabla_d \cdot (\kappa (\phi_{i}^{k-1}, \phi_{D}^{k-1}) \mu^{k-1} \nabla_d \phi_{i}^{k-1})_{ij} + S_{r_{i,j}}^{k,m-1}, \\
F^{(5)}_{ij}(\psi^{k,m-1}, \psi^{k-1}) &= n_{c} S_{c_{i,j}}^{k,m-1},
\end{align}

and
\begin{align}
N^{(1)}_{ij}(\psi^{k,m}, \psi^{k,m-1}) &= \phi_{ii,j}^{k,m} - \frac{sM}{2} \nabla_d \cdot (\phi_{i}^{k,m} \nabla_d \mu^{k,m})_{ij}, \\
N^{(2)}_{ij}(\psi^{k,m}, \psi^{k,m-1}) &= \mu_{ij}^{k,m} - \mu(\phi_{i}^{k,m}) + \varepsilon^2 \Delta_d \phi_{ii,j}^{k,m}, \\
N^{(3)}_{ij}(\psi^{k,m}, \psi^{k,m-1}) &= \phi_{Dii,j}^{k,m} - \frac{sM}{2} \nabla_d \cdot (\phi_{D}^{k,m} \nabla_d \mu^{k,m})_{ij}, \\
N^{(4)}_{ij}(\psi^{k,m}, \psi^{k,m-1}) &= -\nabla_d \cdot (\kappa (\phi_{i}^{k,m-1}, \phi_{D}^{k,m-1}) \nabla_d p^{k,m})_{ij}, \\
N^{(5)}_{ij}(\psi^{k,m}, \psi^{k,m-1}) &= -\nabla_d \cdot (D (\phi_{i}^{k,m-1}) \nabla_d n^{k,m})_{ij} + n_{ij}^{k,m} \left[ (\phi_{ii,j}^{k,m-1} - \phi_{Dii,j}^{k,m-1}) + S_{c_{ij}}^{k,m-1} \right].
\end{align}

To construct the next iterate $\psi^{k,m}$ from the previous iterate $\psi^{k,m-1}$ we solve the equation
\begin{align}
N(\psi^{k,m}, \psi^{k,m-1}) &= F(\psi^{k,m-1}, \psi^{k-1})
\end{align}
for $\psi^{k,m}$. This is written in operator form as
\begin{align}
\psi^{k,m} &= \text{Solve} (N(\cdot, \psi^{k,m-1}) = F(\psi^{k,m-1}, \psi^{k-1}).
\end{align}
It should be clear that a fixed point solution of Eq. (57) is a solution to $\tilde{N} = \tilde{F}$. The following pseudo-code gives the essence of the algorithm for generating an approximate solution to $\tilde{N} = \tilde{F}$ by this fixed point method:

**Fixed Point Algorithm**

1. set $\psi^{k,0} = \psi^{k-1}$
2. Solve loop: for $m = 1$ until $m_{\text{max}}$
\[ \psi^{k,m} = \text{Solve} \left( N(\cdot, \psi^{k,m-1}) = F(\psi^{k,m-1}, \psi^{k-1}) \right) \]
\[ \text{if } \| F(\psi^{k,m}, \psi^{k-1}) - N(\psi^{k,m}, \psi^{k,m}) \| < \text{tol} \text{ exit Solve loop} \]
set \( \psi^k = \psi^{k,m} \)

In the algorithm above we have abused notation by setting \( \psi^k = \psi^{k,m} \), because the object on the right-hand side of the equal sign is only an approximate solution to the original discrete system (29)-(33). Also we are neglecting the theoretical justification that the sequence generated by this algorithm does indeed converge to a unique fixed point solution of the system (29)-(33). In practice, we find that solutions exist, with reasonable constraints on the time step size \( s \), and that our algorithm converges rapidly to a solution.

It is not practical to expect to be able to solve Eq. (57) exactly. In other words, the operator in (58) must be replaced with an approximate solver. Here, as in [76], we use a single FAS (Full Approximation Storage) multigrid V-cycle iteration as an approximate solver. In particular, we define

\[ \psi^* = \text{Vcycle} \left( \psi^{k,m-1}, N(\cdot, \psi^{k,m-1}) = F(\psi^{k,m-1}, \psi^{k-1}) \right) \]

(59)
to mean obtain an approximate solution \( \psi^* \) of Eq. (57) using a single FAS V-cycle iteration with \( \psi^{k,m-1} \) as the initial guess.

The FAS V-cycle framework in multigrid is a way to accelerate a classical local iterative method (such as the Jacobi, Gauss-Seidel, and SOR method) by applying it on hierarchy of representations of the grid data. See Fig. 2(top). This local iterative method is called the smoother in the multigrid setting. In FAS multigrid, nonlinearity is handled by performing local Newton linearizations inside the smoother [80,78], rather than performing global Newton linearizations. Herein, we use Gauss-Seidel as our smoother. In the V-cycle, the smoother is performed first on the finest grid, and then on successively coarser grids in the mesh, until a coarsest grid is reached. (See again Fig. 2(top), and note that coarser grids are viewed as being “below” the finer grids.) Then the smoother is performed on successively finer grids, where the fine grid solutions are corrected by the coarser grid results, until the finest grid is reached. The upshot is that, by applying the smoother to a hierarchy of representations of the data, communication among grid points is effectively accelerated compared to that of the classical iterative methods, and hence convergence may be accelerated.

The solution algorithm becomes

**FAS Algorithm**

set \( \psi^{k,0} = \psi^{k-1} \)

Vcycle loop: \( \text{for } m = 1 \ \text{until } m_{\text{max}} \)

\[ \psi^* = \text{Vcycle} \left( \psi^{k,m-1}, N(\cdot, \psi^{k,m-1}) = F(\psi^{k,m-1}, \psi^{k-1}) \right) \]

set \( \psi^{k,m} = \psi^* \)

if \( \| F(\psi^{k,m}, \psi^{k-1}) - N(\psi^{k,m}, \psi^{k,m}) \| < \text{tol} \) exit Vcycle loop

end for

Vcycle loop

set \( \psi^k = \psi^{k,m} \)

We comment that it has not been shown rigorously that the sequence generated by this algorithm converges to the solution of \( \bar{N} = F \), however, convergence is seen in practice with reasonable constraints on \( s \). The norm used in the test for convergence is a scaled discrete \( L^2 \) norm.

### 3.1.4. Nonlinear smoothing

To complete the description of the FAS V-cycle scheme, we finally detail the nonlinear Gauss-Seidel smoother used in the method. Here we describe the Gauss-Seidel ordering using the lexicographic ordering, but in practice we use the Red-Black ordering. The latter is harder to describe, but can speed up the convergence significantly with respect to the former [78].

Let \( \ell \) be the index of the smoothing sweeps. One full sweep will consist of visiting every point of the grid one time in lexicographic order. The description simplifies if we introduce the following center-to-edge averages:

\[ \tau_{i+1/2}^{k,m} = \frac{\phi_{i+1,j}^{k,m} + \phi_{i,j}^{k,m}}{2}, \quad \tau_{i-1/2}^{k,m} = \frac{\phi_{i-1,j}^{k,m} + \phi_{i,j}^{k,m}}{2}, \]

\[ \tau_{i+1/2}^{k,m} = \frac{\phi_{i+1,j}^{k,m} + \phi_{i,j}^{k,m}}{2}, \quad \tau_{i-1/2}^{k,m} = \frac{\phi_{i-1,j}^{k,m} + \phi_{i,j}^{k,m}}{2}, \]

and similarly,

\[ \delta_{i+1/2}^{k,m} = \frac{\phi_{i+1,j}^{k,m} + \phi_{i,j}^{k,m}}{2}, \quad \delta_{i-1/2}^{k,m} = \frac{\phi_{i-1,j}^{k,m} + \phi_{i,j}^{k,m}}{2}, \]

\[ \delta_{i+1/2}^{k,m} = \frac{\phi_{i+1,j}^{k,m} + \phi_{i,j}^{k,m}}{2}, \quad \delta_{i-1/2}^{k,m} = \frac{\phi_{i-1,j}^{k,m} + \phi_{i,j}^{k,m}}{2}, \]

The center-to-edge averages for \( \kappa(\cdot, \cdot) \) and \( D(\cdot) \) are defined similarly and are suppressed for brevity.
One sweep of the smoothing operator is defined iteratively in the following way: stepping lexicographically from \((i,j) = (1, 1)\) to \((i,j) = (N_x, N_y)\), at each cell center \((i,j)\) find the vector solution \(\psi_{i,j}^{k,m,\ell}\) of

\[
\phi_{k,m,\ell}^{i,j} + \frac{SM}{2h^2} \left( \tau_{i+\frac{1}{2},j} + \tau_{i-\frac{1}{2},j} + \tau_{i,j+\frac{1}{2}} + \tau_{i,j-\frac{1}{2}} \right) \psi_{i,j}^{k,m,\ell} = \frac{F(1)}{2} \left( \psi_{k,m-1}^{i,j}, \psi_{k-1}^{i,j} \right) + \frac{SM}{2h^2} \left( \tau_{i+\frac{1}{2},j} \psi_{k,m-1}^{i,j} + \tau_{i-\frac{1}{2},j} \psi_{k,m-1}^{i,j} + \tau_{i,j+\frac{1}{2}} \psi_{k,m-1}^{i,j} + \tau_{i,j-\frac{1}{2}} \psi_{k,m-1}^{i,j} \right),
\]

\[
\mu_{k,m,\ell}^{i,j} = \frac{f''(\phi_{k,m,\ell-1}^{i,j})}{h^2} \phi_{k,m,\ell}^{i,j}
\]

\[
= F(2) \left( \psi_{k,m-1}^{i,j}, \psi_{k-1}^{i,j} \right) + f''(\phi_{k,m-1}^{i,j}) - f''(\phi_{k,m-1}^{i,j}) \phi_{k,m-1}^{i,j} - \frac{h^2}{4}\left( \phi_{k,m,\ell}^{i,j} + \psi_{k,m,\ell}^{i,j} + \psi_{k,m,\ell}^{i,j} + \phi_{k,m,\ell}^{i,j} \right),
\]

\[
\phi_{0,i,j}^{k,m,\ell} = \frac{SM}{2h^2} \left( \delta_{i+\frac{1}{2},j} + \delta_{i-\frac{1}{2},j} + \delta_{i,j+\frac{1}{2}} + \delta_{i,j-\frac{1}{2}} \right) \psi_{i,j}^{k,m,\ell}
\]

\[
= F(3) \left( \psi_{k,m-1}^{i,j}, \psi_{k-1}^{i,j} \right) + \frac{SM}{2h^2} \left( \delta_{i+\frac{1}{2},j} \psi_{k,m,\ell}^{i,j} + \delta_{i-\frac{1}{2},j} \psi_{k,m,\ell}^{i,j} + \delta_{i,j+\frac{1}{2}} \psi_{k,m,\ell}^{i,j} + \delta_{i,j-\frac{1}{2}} \psi_{k,m,\ell}^{i,j} \right),
\]

\[
1 = \frac{h^2}{2} \left( K_{i+\frac{1}{2},j} + K_{i-\frac{1}{2},j} + K_{i,j+\frac{1}{2}} + K_{i,j-\frac{1}{2}} \right) \psi_{i,j}^{k,m,\ell}
\]

\[
= F(4) \left( \psi_{k,m-1}^{i,j}, \psi_{k-1}^{i,j} \right) + \frac{1}{h^2} \left( K_{i+\frac{1}{2},j} \psi_{k,m,\ell}^{i,j} + K_{i-\frac{1}{2},j} \psi_{k,m,\ell}^{i,j} + K_{i,j+\frac{1}{2}} \psi_{k,m,\ell}^{i,j} + K_{i,j-\frac{1}{2}} \psi_{k,m,\ell}^{i,j} \right),
\]

\[
= F(5) \left( \psi_{k,m-1}^{i,j}, \psi_{k-1}^{i,j} \right) + \frac{1}{h^2} \left( D_{i+\frac{1}{2},j} \psi_{k,m,\ell}^{i,j} + D_{i-\frac{1}{2},j} \psi_{k,m,\ell}^{i,j} + D_{i,j+\frac{1}{2}} \psi_{k,m,\ell}^{i,j} + D_{i,j-\frac{1}{2}} \psi_{k,m,\ell}^{i,j} \right).
\]

Note that the five unknowns \(\phi_{k,m,\ell}^{i,j}, \psi_{k,m,\ell}^{i,j}, \mu_{k,m,\ell}^{i,j}, P_{k,m,\ell}^{i,j}, N_{k,m,\ell}^{i,j}\) and \(n_{k,m,\ell}^{i,j}\) appear on the left-hand sides of the five equations; everything on the right-hand sides is known. The last two equations, (63) and (64), are completely decoupled from the others, and are solved by simple division. The first two equations, (60) and (61), are weakly coupled with the third, (62). We invert (60) and (61) using \(2 \times 2\) Cramer’s rule [80], solving for \(\phi_{k,m,\ell}^{i,j}\) and \(\mu_{k,m,\ell}^{i,j}\), then subsequently solve (62) for \(\psi_{k,m,\ell}^{i,j}\). We represent \(\ell = \lambda\) full sweeps of the smoothing operator via

\[
\psi_{i,j}^{k,m,\ell} = \textbf{Smooth} \left( \psi_{k,m,0}^{i,j}, N(\cdot, \cdot, \psi_{k,m-1}^{i,j}), F(\psi_{k,m-1}^{i,j}, \psi_{k-1}^{i,j}) \right),
\]

where \(\psi_{k,m,0}\) is the initialization (\(\ell = 0\)) of the smoother.

### 3.2. Block-structured, locally-refined FAS multigrid

With all of the components of the uniform FAS V-cycle defined, we refer the reader to [76, Section 4.2] for the precise details of how to put these pieces into the block-structured, adaptive mesh framework. Here we touch briefly on some of the aspects of the adaptive mesh. The basic rationale for using the adaptive block-structured framework is (i) adaptivity allows one to accurately resolve phenomena on various spatial scales, and (ii) it is straightforward to extend the uniform FAS multigrid to this setting. In particular, the algorithm from [76] allows for a very fine resolution of diffuse interfaces without expending computational resources where fine resolution may be unnecessary. The numerical degrees of freedom can be very nearly minimized, and since the solver is based on the multigrid algorithm, the resulting discrete equations can be solved with nearly optimal complexity [78,76]. Here, we very briefly describe the algorithm for a two-dimensional computational domain. The extension to three dimensions is straightforward.

Consider the simplified block-structured, locally-refined Cartesian mesh in Fig. 2 (middle and bottom). The composite mesh (bottom of Fig. 2) consists of the grids from levels \(L = 0, L = 1\), and \(L = 2\), where finer resolution data replaces coarser data underneath. Level \(L = 0\) is called the root level. The root-level grid consists of a single rectangular, uniform \(4 \times 4\) grid of mesh spacing \(h_0\). The next level, the level-1 mesh, consists of a union of rectangular grid patches. In this case, there is only one \(6 \times 6\) grid in the level-1 mesh. The uniform spacing of cells in the level-1 mesh, \(h_1\), is always half of \(h_0\). The next level of refinement is called level 2, and again consists of a union of uniform rectangular grids, with mesh spacing \(h_2 = h_1/2\). In Fig. 2, there are two grids in the level-2 mesh. Each new “child” mesh mesh lives over top of the coarser “parent” level mesh [76] with the mesh-spacings always decreasing by \(\frac{1}{2}\) with each increasing level of refinement. Here, the level \(L = 1\) grid is the parent of the two level \(L = 2\) child grids. We say that the composite mesh in Fig. 2 has an effective resolution of \(16 \times 16\), meaning that to obtain the equivalent resolution using a uniform grid, the grid would have a size of \(16 \times 16\).
The grid parameters are the following: the domain is depicted in Fig. 3 and solving is detailed in [76,77]. We assume that the net source of tumor cells is due to cell proliferation (with proliferation rate normalized to 1) and the lysing of dead cells to form water with rate \( \lambda_T \geq 0 \):

\[
S_T = nG(\phi_T) \phi_T - \lambda_T \phi_D,
\]

where \( G(x) \) is a continuous cut-off function,

\[
G(\phi) = \begin{cases} 
1 & \text{if } \frac{3\varepsilon}{2} \leq \phi \\
\phi - 1 & \text{if } \frac{\varepsilon}{2} \leq \phi < \frac{3\varepsilon}{2} \\
\varepsilon - 2 & \text{if } \phi \leq \frac{\varepsilon}{2} \\
0 & \text{if } \phi \leq \frac{\varepsilon}{2},
\end{cases}
\]

which suppresses the growth of small clusters of viable tumor cells outside the tumor environment. Such a cutoff is not needed when \( \varepsilon \) is sufficiently small. Eq. (4) drives the phase separation of healthy and tumoral tissue and also accounts for the growth of the tumor. The net source of dead cells is assumed to arise from apoptosis and necrosis with respective rates \( \lambda_A \geq 0 \) and \( \lambda_N \geq 0 \):

\[
S_D = (\lambda_A + \lambda_N \mathcal{H}(n_N - n)) (\phi_T - \phi_D) - \lambda_L \phi_D,
\]

where \( \mathcal{H} \) is the Heaviside function; and \( n_N \geq 0 \) is the necrotic limit, below which tumor tissue dies for lack of nutrients.

### 4. Numerical results

By \( h \) we denote the smallest mesh-spacing in the composite mesh. In other words, \( h = h_{\text{max}} \), where \( h_{\text{max}} \) is the number of levels or refinement. By \( s \) we denote the fixed time-step size for a simulation. We will assume for simplicity that the cell motility is \( \kappa(t) \equiv 1 \). Following [27], we assume that the net source of tumor cells \( S_T \) is due to cell proliferation (with proliferation rate normalized to 1) and the lysing of dead cells to form water with rate \( \lambda_T \geq 0 \):

\[
S_T = nG(\phi_T) \phi_T - \lambda_T \phi_D,
\]

where \( G(x) \) is a continuous cut-off function,

\[
G(\phi) = \begin{cases} 
1 & \text{if } \frac{3\varepsilon}{2} \leq \phi \\
\phi - 1 & \text{if } \frac{\varepsilon}{2} \leq \phi < \frac{3\varepsilon}{2} \\
\varepsilon - 2 & \text{if } \phi \leq \frac{\varepsilon}{2} \\
0 & \text{if } \phi \leq \frac{\varepsilon}{2},
\end{cases}
\]

which suppresses the growth of small clusters of viable tumor cells outside the tumor environment. Such a cutoff is not needed when \( \varepsilon \) is sufficiently small. Eq. (4) drives the phase separation of healthy and tumoral tissue and also accounts for the growth of the tumor. The net source of dead cells is assumed to arise from apoptosis and necrosis with respective rates \( \lambda_A \geq 0 \) and \( \lambda_N \geq 0 \):

\[
S_D = (\lambda_A + \lambda_N \mathcal{H}(n_N - n)) (\phi_T - \phi_D) - \lambda_L \phi_D,
\]

where \( \mathcal{H} \) is the Heaviside function; and \( n_N \geq 0 \) is the necrotic limit, below which tumor tissue dies for lack of nutrients.

#### 4.1. 2D simulations

We first consider a two-dimensional simulation of a tumor growing in a nutrient-rich environment. The simulation is depicted in Fig. 3, and the parameters are given in Table 1. Note that \( \gamma = -0.1 \), the significance of which we explain below. The grid parameters are the following: the domain is \( \Omega = (0, 40) \times (0, 40) \) and a root-level grid of size 64\(^2\) covers all of \( \Omega \). Three levels of refinement are used, so that the mesh has an equivalent resolution of a uniform grid of size 512\(^2\). The step sizes are \( s = 1.0 \times 10^{-2} \) and \( h = 40/512 \). As pointed out earlier, refinement is sought where the gradients of the cell densities are steep.

### Table 1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_\text{T} )</td>
<td>0.5</td>
</tr>
<tr>
<td>( n_\text{T} )</td>
<td>1.0</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>1.0</td>
</tr>
<tr>
<td>( D_H )</td>
<td>1.0</td>
</tr>
<tr>
<td>( n_N )</td>
<td>0.4</td>
</tr>
<tr>
<td>( \lambda_A )</td>
<td>3.0</td>
</tr>
<tr>
<td>( \lambda_N )</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Note that the refinement criterion may be modified when an angiogenesis algorithm, that describes tumor induced neovascularization, is coupled to the tumor solver, as was done in [24,21]. With neovascularization, refinement may be initiated around the growing blood vessels in addition to the interfaces in the system. A similar refinement scheme was used in [54] for coupled growth and neovascularization in 2D.

Once a new, locally-refined, block-structured Cartesian mesh is constructed data are copied and/or interpolated into the new composite mesh, the governing equations are discretized on the composite mesh, and the resulting nonlinear system of equations is solved according to the nonlinear FAS multigrid method. The basic methodology of refining, interpolating, and solving is detailed in [76].
Fig. 3. (Color figure) The evolution of the contours $\phi_V = 0.5$ (green), together with the adaptive mesh, during growth. The viable cells are primarily contained between the inner and outer contours. The biophysical parameters are given in Table 1. There are three levels of refinement; each level of refinement has half the grid spacing of the one on the level below. The coarsest level, level 0, is $64^2$. The finest level, level 3, has the equivalent resolution of a $512^2$ mesh. The step sizes are $s = 1 \times 10^{-2}$ and $h = 40/512$. The bottom right image shows the full viable cell region. White corresponds to $\phi_V \approx 1$, black, $\phi_V \approx 0$. 

By setting \( \nu_p^H > 0 \) we model a constant source of nutrient coming from a uniform, pre-existing vasculature outside the growing tumor. The coefficient \( \nu_p^T = 0 \) indicates that no nutrient source exists within the tumor itself. Dead tumor cells begin to accumulate due to necrosis, at the rate indicated in Eq. (68), since \( \lambda_N > 0 \). This is the only non-negligible source of dead cells, since the apoptosis rate is zero \( (\lambda_A = 0) \).

By setting \( \gamma = -0.1 \), we have introduced negative excess surface adhesion, which manifests itself mathematically as negative diffusion. This however is offset to some degree by the positive diffusion naturally inherent in the diffuse interface framework. It is well-known that there is a positive surface-tension-like force due to the presence of the diffuse interface. This force diminishes to zero, in the present scaling, as \( \epsilon \rightarrow 0 \), but is certainly non-zero for \( \epsilon \neq 0 \). The effect of negative \( \gamma \) is to make perturbations of the tumor/healthy-tissue interface more unstable than for \( \gamma = 0 \), as may be seen comparing Figs. 3 and 5. The net surface adhesion “term” (or contribution) for the present parameters is still positive diffusive and thus well-posed. However, for \( \gamma \) sufficiently negative, the net term may become negative diffusive, and lead to ill-posedness.

The initial tumor shape for the simulation in Fig. 3 is a slightly elliptical mass with a diffuse interface. The \( \phi_T = 0.5 \) level curve is given by \( \{ (x, y) | (x - 20)^2 / 1.1 + (y - 20)^2 = 2^2 \} \); thus, the shape bulges slightly along the \( x \)-direction. There are initially no dead cells and, hence, \( \phi_D(\cdot, t) \equiv 0 \). Dead cells do accumulate as the mass grows due to necrosis. The dark region in the interior of the tumor has a high concentration of dead cells (see grayscale images in Fig. 3, \( t = 200 \), and Fig. 5). Due to the limitation of nutrient, and the resulting mass loss in the interior of shape, the tumor grows unstably as predicted in the context of sharp-interface models by Cristini et al. [23] and Li et al. [70]. In particular, the tumor increases its boundary length to interior area ratio in order to flux as much nutrient across the tumor/healthy tissue interface as possible. The effect is explained in more detail in [23,70,71,27].

The adaptive mesh, follows the growth and morphological instability of the tumor, as it seeks to adequately resolve the gradients of the cell densities. Since the mass is small initially, the degrees of freedom (DOF) of the mesh are similarly small. Fig. 4 shows a plot of the DOF of the mesh versus time for the simulation in Fig. 3. The composite mesh initially has 9445 DOF, and ends with 108,508 DOF, more than a 10 fold increase. Near \( t = 0 \) the solver completed 250 time steps in under one minute, whereas, near \( t = 200 \), 250 time steps were completed in about 13 min. The total computation time was 11 h, 38 min, where the simulation was executed as a serial process on a 3.0 GHz Dual Quad-Core Intel Xeon processor, with 8 GB of memory. The same computation using a uniform mesh of equivalent resolution, \( 512^2 \), would require about 41 h of computation time, a conservative estimate, which represents nearly a 4 fold increase with respect to the adaptive simulation. The computational savings in 3D may be much more dramatic as seen below.

Fig. 5 demonstrates that increasing the excess surface adhesion \( \gamma \) decreases the degree of instability in the morphological growth of the tumor. The biophysical parameters for the simulations in Fig. 5 are given in Table 1, and are the same as those for the simulation shown in Fig. 3, except that \( \gamma = 0.0 \) in Fig. 5a and \( \gamma = 0.1 \) in Fig. 5b. The initial condition for both simulations is the same as that depicted in Fig. 3, a slightly elliptical initial tumor. The mesh parameters and step sizes are likewise the same. The domain is \( \Omega = (0, 40) \times (0, 40) \).
The evolution of the $V_0$ fields for (a) $\gamma = 0.0$, and (b) $\gamma = 0.1$, where all other parameters (biophysical and mesh related) are the same as for the simulation depicted in Fig. 3. See Table 1 for the biophysical parameters. White corresponds to $V_0 \approx 1$, black, $V_0 \approx 0$. The enclosed black regions indicate necrotic (dead) tumoral tissue.

The dynamics of the simulations depicted in Figs. 3 and 5a are comparable, though the rate of growth of the instability is markedly faster in Fig. 3. Note that the frame at $t = 150$ in Fig. 3 compares well with the frame at $t = 200$ in Fig. 5a. On the other hand, for $\gamma = 0.1$, the simulation for which is depicted in Fig. 5b, the tumor mass is only unstable along the $x$-direction, and a long, finger-like shape emerges. For sufficiently large, the initial shape will become circular, develop an inner core filled with dead cells (a necrotic core), and will thereafter remain circular. These results are consistent with earlier predictions of sharp-interface tumor models (e.g. [23,70,71]).

4.2. A 2D convergence test

Here, we report a numerical convergence test to determine empirically whether on decreasing $h$ (the smallest grid spacing in the adaptive mesh) and decreasing $s$ (the temporal time step size) the error in the approximation decreases, and at what rate the error is decreasing. The test is the same as described in [76, Sec. 5.1]: we test only the convergence of the field $\phi_T$. To compare the values of $\phi_T$ on coarse and fine meshes, averaging is used because $\phi_T$ is defined on cell-centers. Further, since the composite meshes are typically different for the coarse and fine meshes, we compare results by interpolating the data on the composite mesh to a uniform mesh with the grid size corresponding to the finest mesh $h_{l_{\max}}$.

The biophysical parameters used in the convergence test are the same as those for the simulation in Fig. 5b, and are given in Table 1. The initial shape of the tumor is elliptical, exactly the same as for the simulations in Figs. 3 and 5, such that the $\phi_T = 0.5$ level curve is given by $\{(x, y) | (x - 20)^2/1.1 + (y - 20)^2 = 2^2\}$. The domain is $\Omega = (0, 40) \times (0, 40)$.

Three computations are performed for the test, where the root-level grid has sizes $32^2$, $64^2$, and $128^2$, respectively. In each calculation there are three levels of refinement. The step sizes are, respectively, $h = 40/256$ and $s = 4 \times 10^{-3}$ (root level grid $32^2$); $h = 40/512$ and $s = 2 \times 10^{-3}$ (root level grid $64^2$), and $h = 40/1024$ and $s = 1 \times 10^{-3}$ (root level grid $128^2$). In other words, we have taken the linear refinement path $s = 0.0256h$. The results are given in Table 2. A first-order convergence rate is observed for the test.
The first-order result should be expected because of the treatment of the excess surface adhesion term. (See the discussion following Eq. (32).) However, even when this term is omitted (by setting $\gamma = 0$), first-order convergence is still observed, when one might have expected second-order convergence. There are several possible explanations for why this might be observed. First, our refinement path for our step sizes ($s, h$) might still be outside of the region where asymptotic convergence is observed. Thus we could take a different path using smaller time and space steps and retest the convergence. Second, because we use non-smooth functions in our model, one would not expect high-order convergence for any refinement path. This second reason is by far the more plausible. Indeed, in our definitions of $G$ (37), $Q$ (16), $M_T^x$ (35), and $M_D^x$ (36) we use non-smooth functions. While these definitions are reasonable in the sense of formal asymptotics ($\varepsilon \to 0$), they are very likely reducing the effective order of convergence. In principle, one could use smooth functions in the model, especially in the cases of $G$ and $Q$. Finding the root cause of the reduced convergence will be the subject of future work.

4.3. A 3D simulation

Finally we present a three-dimensional simulation of tumor growth in Figs. 6–8. The biophysical parameters are given in Table 1, and are, for the most part, the same as those used in the previous two-dimensional simulation. Note that $\gamma = 0.0$ is used, as in the simulation depicted in Fig. 5a. The initial shape of the $\phi_T = 0.5$ isosurface is displayed in Fig. 6 and the domain is $\Omega = (0, 40)^3$. The mesh parameters are the following: the root-level grid is $32^3$, and there are three levels of refinement, as shown in Fig. 7. Hence, $h = 40/256$ and the mesh has resolution equivalent to that of a uniform grid of size $256^3$. The time step size is $s = 1 \times 10^{-2}$.

The evolution of the $\phi_T = 0.5$ isosurface is shown in Fig. 6. As in the two dimensional case the tumor boundary is unstable due to weak adhesion forces, the limited nutrient supply and the resulting mass loss in the interior of the tumor. But, as expected from the analysis of a similar sharp-interface model [23,70], the three-dimensional tumor is even more unstable than its two-dimensional counterpart in Fig. 5a, and a highly complex tumor morphology develops. The tumor repeatedly forms buds (similar to the sub-spheroid growth reported in experiments on glioblastoma tumor spheroids [82]) to increase its surface to volume ratio and increase access of interior cells to nutrients.

Figs. 7 and 8 show some statistics of the adaptive mesh for the simulation presented in Fig. 6. Fig. 7 shows the bounding boxes of the refinement patches in the mesh at $t = 50$. The blue are level-1 patches with step size $h_1 = 40/64$; the red are level-2 patches with step size $h_2 = 40/128$; and the green are level-3 patches with step size $h_3 = 40/256$. There are 991,201 DOF in the composite mesh shown in Fig. 7. Fig. 8 displays the degrees of freedom (DOF) as a function of time for the simulation in Fig. 6. Initially the mesh has 122,872 DOF; at $t = 50$, as indicated in the caption of Fig. 7, there are 991,201 DOF; and at the final time $t = 100$ there are 3604,140 DOF. This represents a start-to-finish increase by a factor nearly 30.

Near $t = 0$ the solver completed 250 time steps in about 30 min, whereas, near $t = 100$, 250 time steps were completed in about 16 h, 49 min. The total computation time was 211 h, 35 min (about 9 days), where the simulation was executed as a serial process on a 3.0 GHz Dual Quad-Core Intel Xeon processor, with 8 GB of memory. The same computation using a uniform mesh of equivalent resolution, $256^3$, would require more than 3100 h (about 130 days or just over 4 months) of computation time, a conservative estimate, which represents about a 14 fold increase with respect to the adaptive simulation.

5. Summary and future work

In this work we have described in detail the adaptive finite-difference, nonlinear multigrid solution of the diffuse interface tumor model, which was presented in [27] and was utilized in [28,24] and elsewhere. To overcome the severe time-step restrictions of explicit methods, we employed a semi-implicit time integration scheme. To resolve the small-scale transition layers in the cell densities and, at the same time, solve the discrete equations efficiently, we employed an adaptive multigrid scheme using a block structured Cartesian mesh. We previously used this mesh to efficiently solve a modified Cahn-Hilliard equation in [76].

We presented numerical simulations that suggest the convergence of the algorithm in space and time. The results indicated that the method is at least first-order convergent along a refinement path $s \sim h$. We also presented simulations of tumor growth in 2D and 3D that demonstrate the capabilities of the algorithm in accurately and efficiently simulating the progression of tumors with complex morphologies. We further showed that the algorithm using an adaptively refined mesh is significantly more efficient than that using a uniform mesh. In a 2D calculation we showed about a factor of 4 true
The evolution of the $\phi_T = 0.5$ isosurface during the growth of an asymmetrical 3D tumor. The biophysical parameters are given in Table 1. There are three levels of refinement. The root level, level 0, is $32^3$, hence the composite mesh has the equivalent resolution of a uniform $256^3$ grid. The time step is $s = 1 \times 10^{-2}$. 
Fig. 7. (Color figure) The $\phi = 0.5$ isosurface at time $t = 50$ from Fig. 5 together with the bounding boxes of the block-structured mesh. The mesh spacings of the respective levels are $h_1 = 40/64$ (blue), $h_2 = 40/128$ (red), and $h = h_3 = 40/256$ (green). There are precisely 991,201 degrees of freedom (number of cell-centered mesh points) in this composite mesh. See Fig. 8.

Fig. 8. The degrees of freedom (number of cell-centered mesh points) in the 3D spatially adaptive simulation from Fig. 6 as a function of time. This plot indicates a 30 fold increase in the DOF during the simulation.

computational savings was achieved using the adaptive implementation while and in a 3D calculation, about a factor of 14 savings was achieved.

In the future, we plan to extend this algorithm to incorporate adaptive time step control. We also plan to incorporate more biophysical effects such as multiple tumor cell and host species and to build upon recent work [21,74] to develop novel algorithms that simultaneously combine both continuum and discrete representations of cells. Also, we will work
to make the solver fully second-order in time and space. We plan to redesign some elements to make use of the “energy stable” algorithms that we developed in our work [83,84] for the phase field crystal (PFC equation) and in our work [85] for the Cahn-Hilliard–Hele-Shaw (CHHS) system of equations. The numerical algorithms in [83,84,85] are known as convex-splitting schemes and apply to a general class of equations that includes the Cahn-Hilliard equation, which is a foundation of our diffuse interface model. The convex-splitting schemes have desirable stability, solvability, and accuracy properties that would benefit our tumor simulator greatly, with the potential to make the simulation algorithm cleaner and eliminate (or at least to mitigate) the issue with convergence.

The CHHS system that we studied in [85] is intimately related to the tumor model herein; but it models only a single tumor species and has no volumetric growth term:
\[
\frac{\partial \phi}{\partial t} = \Delta \mu - \nabla \cdot (\phi u), \quad \mu = f'(\phi) - \epsilon^2 \Delta \phi, \quad (69)
\]
\[
u = -\nabla p - \frac{\gamma}{\epsilon} \phi \nabla \mu, \quad \nabla \cdot u = 0. \tag{70}
\]

Still, it embodies much of the essential structure of the tumor model. We were able to design a stable first-order accurate (in time) convex-splitting scheme for the CHHS system, and we demonstrated that the resulting discrete equations could be solved efficiently using a nonlinear multigrid scheme, like that described here. In [83] we developed a second-order convex-splitting scheme and a practical, efficient multigrid solver for PFC equations. Using the ideas from [83,85,84] it seems that a stable, fully second-order accurate scheme for our tumor model should be available. This is the subject of ongoing work.
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